Person Identification and Body Mass Index:
A Deep Learning-Based Study on Micro-Dopplers

Sherif Abdulatif§*, Fady Aziz™, Karim Armanious§, Bernhard Kleinerf, Bin Yang§, Urs Schneider!
$Institute of Signal Processing and Systems Theory, University of Stuttgart
TPFraunhofer Institute for Manufacturing Engineering and Automation IPA
Email: sherif.abdulatif @iss.uni-stuttgart.de, fady.aziz@ipa.fraunhofer.de
*These authors contributed to this work equally.

Abstract—Obtaining a smart surveillance requires a sensing
system that can capture accurate and detailed information
for the human walking style. The radar micro-Doppler (u-
D) analysis is proved to be a reliable metric for studying
human locomotions. Thus, p-D signatures can be used to identify
humans based on their walking styles. Additionally, the signatures
contain information about the radar cross section (RCS) of the
moving subject. This paper investigates the effect of human
body characteristics on human identification based on their -
D signatures. In our proposed experimental setup, a treadmill
is used to collect p-D signatures of 22 subjects with different
genders and body characteristics. Convolutional autoencoders
(CAE) are then used to extract the latent space representation
from the p-D signatures. It is then interpreted in two dimensions
using t-distributed stochastic neighbor embedding (t-SNE). Our
study shows that the body mass index (BMI) has a correlation
with the p-D signature of the walking subject. A 50-layer deep
residual network is then trained to identify the walking subject
based on the p-D signature. We achieve an accuracy of 98%
on the test set with high signal-to-noise-ratio (SNR) and 84% in
case of different SNR levels.

I. INTRODUCTION

Studying the human gait is considered a complex process
due to the deformability of a moving human body. The human
walking gait can be analyzed by measuring the associated tem-
poral and spatial parameters. These spatio-temporal parameters
reflect the main characteristics of the human gait motion, e.g.
the stride length, the walking velocity and the periods of swing
and stance phases. Accordingly, the motion of each body part
can be represented by a translational or rotational trajectory.
They can then be used to identify the body parts position and
orientation over time as proposed in the global human walking
model [1]. The main parameters used to define the motion
trajectories and thus the walking style are the heights of the
spine, the thigh and the normalized relative walking velocity.

Such models can be used to characterize the motion char-
acteristics of a walking person including the motion behavior
of different body parts. However, to obtain an accurate study
of the human gait, the body weight is another useful factor. It
has been illustrated in [2], [3] that the body weight affects the
spatio-temporal parameters of the walking gait. Therefore, the
walking style can be a useful metric for human identification
when accurately evaluated [4].

The human identification and detection play a great impor-
tance for many security and medical applications. Different
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monitoring systems have been designed for gait evaluation
depending on the desired application. One commonly used
technique is based on evaluating the two main phases of the
walking gait cycle, the stance and the swing. The stance phase
happens mainly during feet double support on the ground and
occupies nearly 60% of the gait cycle. The remaining 40% is
occupied by the swing phase which happens when one foot is
in total contact with the ground while the other is swinging.
To measure the periods of both gait phases, wearable sensors
have been used such as the ultrasonic sensors in [5]. Other
solutions are based on motion capture systems to get accu-
rate information of the motion trajectories [6]. These motion
capture systems offer high accuracy in evaluating the motion
trajectories of the different body parts by tracking the fixed
infrared markers using high resolution cameras. However, the
usage of either a capture system or wearable sensors is not
practical and not suitable for real-life applications.
Therefore, non-wearable sensors such as radar can be
considered as a more efficient alternative system as it can
overcome many limitations that other vision-based systems
suffer from. For example, radar can be used under poor
lighting and harsh environmental conditions as dust and smoke
[7]. Moreover, the micro-Doppler (p-D) signature presented in
[8] has introduced the feasibility of using radar for studying
the human gait. Studying the p-D signature can also give
an evaluation of the micro-motion behavior of different body
parts within the gait cycle. Accordingly, numerous applications
can be achieved by deploying the p-D signature analysis.
For instance, differentiation between human activities such as
walking, running and crawling based on their p-D signatures
[9], [10]. Other studies used the p-D characteristics to differ-
entiate between humans and other moving targets [11], [12].
For realizing an intelligent motion-based surveillance sys-
tem, a descriptive and detailed locomotion data is required.
Due to the sufficient data that can be extracted from the pu-D
signatures and the powerful capability of learning approaches,
radar-based human identification using deep convolutional
neural networks (DCNNs) has been presented in different
studies. In [13], authors recorded the p-D signatures of 5
subjects moving randomly in a room with a 77 GHz FMCW
radar. Afterwards, they used a 4-layer DCNN followed by
a fully connected layer to identify moving subjects with an
accuracy of 78.5% for a delay window of 3s. An accuracy
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TABLE I: The used parameters for p-D acquisition.

Radar Parametrization Velocity Attributes

Center frequency 25 GHz
Sampling frequency  128kHz  Maximum velocity 6m/s
Pulse frequency 2kHz  Velocity resolution  2cm/s
Chirp duration 1 ms
6 I:IMale ml
[ Female
o
=
=
n
2 [ -
0 | |

18 20 22 24 26 28 30 32 34 36 38
BMI [kg/m?]

Fig. 1: The distribution of both genders participating in the
experiment based on the BMI. Variations from 18.5 to 37
kg/m? with an overall mean for both genders of 24 kg/m?2.

of 100% for a delay window of 25 s is mentioned. A 24 GHz
CW radar was used in [14] to differentiate between 20 moving
subjects based on their corresponding p-D signatures. An
accuracy of 97.1% on 4 subjects was achieved using AlexNet
[15]. However, the performance degrades in case of more
subjects and reaches 68.9% for 20 subjects.

In this paper, a study of the effect of the human body
characteristics on their measured p-D signatures is presented.
Moreover, a deeper network with 50 layers is shown to achieve
a better subject identification accuracy.

II. DATASET PREPARATION

Our experiment is designed to focus on understanding the
effect of human body characteristics on their walking style
and the measured p-D signatures.

A. Radar System Parametrization

For the proposed experiment, a CW radar operating at a
carrier frequency of f. = 25GHz is used. The main focus
of this study is the analysis of the velocity of different body
parts. Thus, no range information is required and the wp-D
signature is extracted without any frequency modulation. The
radar parametrization considered for our experiment is shown
in Table 1. The velocity attributes are calculated based on
equations presented in [8].

When studying the p-D signature of a non-rigid body
motion such as a walking human, the signature of each subject
is expected to be unique due to the different walking style and
detected radar cross section (RCS) [16]. By definition, a u-
D signature of a human gait is analyzed as the superposition
of the signatures due to the individual motions of different
body parts such as arms, legs and feet. Accordingly, the
backscattered radar signal would have many superimposed
frequency components with significant temporal variations.
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Fig. 2: The experiment setup for dataset collection. 22 subjects
walk on a treadmill, while keeping the radar at a constant
height A and distance d.
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Fig. 3: The p-D signature of two full gait cycles. It can be
seen that the left swing half gaits are very similar and the
same holds for the right swings.

To visualize the variations in frequency and thus velocity, a
time-frequency analysis using the short-time Fourier transform
(STFT) is required. Based on Eq. 1, STFT can be described
as the Fourier transform Y (w,7) of a specified overlapping
sliding window function w(t — 7) with a certain window size
moving over the time signal y(¢). Typically, a window size
of 512 samples with an overlap of 75% between consecutive
windows is proposed. To obtain a velocity resolution of 2 cm/s
and a temporal resolution of 4 ms. Finally, the logarithmic
squared magnitude of Y (w, ) is used to visualize the u-D
signature as a time-frequency-power distribution.

Y(w,7) = /oo w(t —7)y(t)e I« dt (1)

—o0
B. Experimental Setup

For the required study, a dataset covering varying human
body characteristics is required. Thus, 22 subjects of different
genders, weights and heights are considered. The subjects are
divided as 5 females and 17 males with weights from 54 kg to
115kg and heights from 1.62m to 1.95m. To jointly monitor
the variation in height and weight, a body mass index (BMI) is
calculated for each subject as weight/height?>. However, BMI
can sometimes be misleading in measuring the volume of
the subject as it does not take into account the bone density,
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Fig. 4: The proposed convolutional autoencoder. The 256256 x3 input image is encoded to a latent space of 16x16x8 and

then decoded back to the same high dimensional input space.
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Fig. 5: t-SNE of the encoded latent space for the collected half gait pu-D signatures. (a) t-SNE for 14 subjects, where two
clusters for each subject are observed (left and right swing). (b) t-SNE for all 22 subjects divided into 5 BMI groups.

body fat, and muscle mass [17]. To mitigate such effect, the
participants are selected such that their BMIs are directly
correlated with their body volumes. The BMI distribution of
selected subjects is shown in Fig. 1.

The radar is placed at a certain height and a distance from
the back of a treadmill as shown in Fig. 2. The subjects are
asked to walk on the treadmill away from the radar with an
average velocity of 1.6 m/s. Both the height h and the distance
d are fixed for all subjects as 1 m and 3 m, respectively. By
doing this, the only variable in the experiment is the walking
subject. Therefore, the p-D signature should only depend on
the walking style and the RCS of the measured subject. It
is expected that the RCS of a subject is related to its cross
section and thus BMI.

A p-D signature of a full gait cycle is interpreted as
two main half cycles. Each half gait represents the changing
velocity of different body parts. For instance, the left feet
induces the highest velocity component within one-half gait
compared to the left leg and the right arm. These effects are
reversed in the following half gait, while the periodicity of
the full gait cycle is preserved as shown in Fig. 3. Due to
the periodicity of each half gait cycle, the p-D signature is
sliced on half gait basis to ensure that the data is reflecting
the characteristics of the walking motion. The experiment
acquisition time for each subject is 180s. Depending on the
height of a subject, the number of steps per second can vary.
However, an average duration of 0.5s for a half gait can be
considered. Accordingly, an average amount of 360 half gait
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cycles per subject is recorded. Finally, each half gait cycle is
saved as an unsigned 16 bits integer RGB image with a size of
256x256 %3 to be used as an input for the proposed networks.

III. AUTOENCODER FOR SIGNATURE ANALYSIS

From the designed experimental setup, a total of 7920 half
gait p-D images were collected. In each image, a significant
amount of useful information regarding the motion charac-
teristics can be extracted. To study the effect of the human
body characteristics on the u-D signature, an unsupervised
autoencoder is employed to reduce the dimensionality of
the input data to a certain latent space. Since the input -
D signature is represented in the time-frequency space, a
convolutional autoencoder (CAE) is used to extract the latent
features from the images.

A CAE has an encoder-decoder structure [18]. Encoder
downsamples a high dimensional input x into a latent space
representation z or bottleneck (maximum compression point)
by a sequence of convolutional layers. Decoder upsamples
back from the latent space representation z to reconstruct the
high dimensional input & using a sequence of deconvolutional
layers. The main aspect of the CAE is to minimize the cost
function represented as the mean square error between the
input = and the output . As shown in Fig. 4, the proposed
CAE takes an input image of 256x256x3 and then a 4-layer
convolutional network with a stride of 2 is used to reduce
the input to a latent space of 16x16x8 =2048. A mirrored
deconvolutional network is applied to reconstruct the input
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Fig. 6: Architecture of ResNet-50 used for human identification. Downsampling by a stride of 2 is applied before each residual
block. Re-LU activation is used for all layers except softmax for the output layer.

at the decoder side. Therefore, the extracted 2048 feature
vector from the downsampled latent space represents the vital
information in the half gait p-D signature. This exact feature
space size is obtained through hyper-parameters optimization
of our proposed CAE. Accordingly, further dimension reduc-
tion using extra layers can lead to an imperfect reconstruction
of the input image and thus loss of vital information in the
bottle neck latent space.

To visualize the distribution of the learned latent space
representation, a further dimension reduction is applied us-
ing the t-distributed stochastic neighbor embedding (t-SNE)
introduced in [19]. t-SNE is a nonlinear dimension reduction
technique that can be used to visualize the distribution of the
encoded latent space of size 2048 in a two-dimensional (2D)
space. The main idea behind t-SNE is to construct two joint
probability distributions for both the high dimensional and the
mapped low dimensional space. Finally, the Kullback-Leibler
divergence between both distributions is minimized. There-
fore, high dimensional samples with similar global or local
structures are highly probable to be visualized as neighboring
points in the 2D space.

Based on this approach, we can reduce the dimensions of
the encoded half gait signatures into a 2D space that can be
easily interpreted. In Fig. 5a, the reduced t-SNE is plotted for
14 subjects out of 22 for the sake of easier visualization. It
can be observed that t-SNE can identify each subject as two
close, but separate clusters for the left and right swing cycles.
This verifies the strength of t-SNE as it can identify each half
gait as separate clusters within the same area occupied by
the subject in the 2D space. Moreover, neighboring clusters
of two different subjects can belong to two different gender
groups with different heights and weights. However, the BMI
of neighboring clusters is similar in most of the cases. As
shown in Fig. 5b, the 22 subjects can be divided into 5 BMI
groups. Normally, clusters belonging to the same BMI group
are distributed over the same area in the 2D space. Since the
walking style can have a significant influence on the u-D
signature outline and local structure, some BMI groups tend
to cluster over two major areas in the reduced space. It can
also be observed that the latent space distribution of the only
participant belonging to the obese category (BMI over 30) is
visualized as a separate cluster in the 2D space.
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IV. PERSON-ID NETWORK ARCHITECTURE

Based on the presented study, we can deduce that subjects
with similar BMI and walking styles are highly probable
to have similar p-D signatures. Thus, classifying them as
different subjects needs a deeper architecture that can utilize
local details in the spectrum. This was observed as authors in
[14] used a shallow 6-layer architecture to classify 20 subjects
of a BMI range 18-32 kg/m?, and they reached an acceptable
performance of 97.1 % with only 4 subjects. Adding more
subjects causes more similar BMIs and walking styles and
thus a degradation in the classification performance to 68.9%
for 20 participants.

Accordingly, a deeper architecture is used in this paper to
classify the 22 participants based on the collected half gait pu-D
signatures. Since the real-time aspect is an important issue, an
architecture with fewer computations and short inference time
is required. Thus, the ResNet-50 architecture [20] is used as its
number of parameters and operations is much lower than that
of VGG-19 [21]. As shown in Fig. 6, ResNet-50 architecture
is based on residual blocks, where a skip connection is applied
every second layer:

all + 2] = relu(all] + z[l + 2]) )

where [ is the layer index, a[.] is the layer activation and
z[.] is the output of the layer before relu activation. These
connections allow the training of very deep networks without
degradation in performance. Which can be explained as in
case of low weights in the output z[l + 2], the network learns
the identity mapping of the activation a[l]. In other cases, the
network can learn weights and biases that can improve the
performance. Thus, the skip connections will either stabilize
or improve the performance of the network.

The skip connections are valid in case of dimensions
agreement which is not always the case. To resolve this issue,
a zero padding is used to allow the residual operation over
these layers. Moreover, it is known that very deep networks
can suffer from vanishing gradient problems and this can
be mitigated by using batch normalization [22]. Finally, the
output of the last convolutional layer is flattened and passed
to a fully connected layer. Then a softmax layer generates the
probability of 22 classes corresponding to the participants.
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Fig. 7: Examples of different half gait pu-D signatures collected from subjects with different BMIs. (a) The radar is placed at
a distance d =3 m, i.e., high SNR experiment. (b) The radar is placed at a distance d =10m, i.e., low SNR experiment.
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Fig. 8: (a) Confusion matrix for p-D signatures collected at high SNR. An overall accuracy of 98% is achieved. (b) Confusion
matrix for p-D signatures collected at varying SNR. An overall accuracy of 84% is achieved.

V. RESULTS

The ResNet-50 architecture is trained over the 7920 labeled
half gait p-D signatures using Adam optimizer. The model
took about half an hour to train on a single NIVIDIA Titan
X GPU. Examples of collected signatures from different BMI
groups are shown in Fig. 7a. Subjects with low BMI tend to
have a lower power inside the signature local structure due
a relatively lower RCS. The global structure of the signature
on the other hand, is mainly related to the swinging limbs
velocity components and so to the walking style.

To evaluate the ResNet-50 performance, another experiment
is conducted on the same 22 subjects with the same treadmill
velocity and experiment duration to collect an additional set
of 7920 signatures for testing. The radar is placed at the same
distance of 3 m from the treadmill. The network achieved an
overall accuracy of 98% on the unseen test set. The model
inference time, i.e., duration to classify one half gait signature
is only 200 ms.

A normalized confusion matrix for the collected test set
is shown in Fig. 8a. It can be concluded that adding more
layers with the proposed ResNet-50 architecture increased the
classification performance for multiple subjects (>20), though
most of the participants belong to the same BMI group 21-26
kg/m? with similar walking styles.
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To validate the hypothesis shown in Sec. III that the BMI
of a subject can affect his signature, a more realistic person
identification experiment is applied. In this experiment, the
radar is moved to a larger distance of 10 m from the treadmill.
Increasing the target range from the radar leads to a reduction
in the SNR based on equations presented in [23]. This is
mainly observed for subjects with lower BMIs due to the lower
detected RCS. Moreover, the pu-D signatures of subjects with
comparable BMI have lost partially their unique global and
local structures. Thus, the classification task is expected to be
more challenging due to a higher similarity between the half
gait signatures as shown in Fig. 7b.

Based on this setup, an additional dataset is collected for
all 22 subjects to analyze the lower SNR effect. All other
experiment conditions including the walking velocity and
data acquisition time are the same. The low-SNR dataset is
combined with the high-SNR dataset and then divided into
train and test sets. Accordingly, the combined dataset contains
more images with different SNR values and hence it is more
challenging for person identification. The SNR variation forces
the network to learn more sophisticated local p-D structures
to distinguish between different subjects. The same network
structure from Sec. IV was trained by the mixed-SNR training
set. It achieves an accuracy of 84% on the unseen test set.



As shown in Fig.8b, the highest confusion is mostly between
subjects with similar BMI values.

VI. CONCLUSION

In this paper, an experimental study is presented to illustrate
the effect of human body characteristics on the p-D signatures
of walking persons. A CW radar is used to measure the
p-D signatures of 22 subjects with different genders and
body structures walking on a treadmill. Accordingly, the main
attributes affecting the measured p-D signatures are the RCS
and walking style of the moving subject. The BMI is used
as a metric for the body volume of the selected participants
ranging from slim bodies at 18-20 kg/m? till obese levels
at 37 kg/m?. A CAE is used to encode the half gait u-
D signatures into a latent space representation. A nonlinear
dimension reduction based on t-SNE is applied to visualize the
latent space distribution in 2D. Based on visual interpretation,
the BMI of the subjects as well as the walking styles are
found to have a direct influence on the corresponding wp-D
signatures. A deep ResNet-50 architecture is trained for person
identification based on the p-D signatures. The architecture
correctly identifies the p-D signatures with an accuracy of
98% on low SNR values and 84% on different SNR values
with confusions mostly in subjects with similar BMIs.

The proposed experiments included only one motion aspect
angle (radial). For future work, signatures from different aspect
angles should be taken into consideration. For more realistic
use case, examples of normal walking in free space without
treadmill should be included in the study and the person
identification network. Moreover, a study of how accurate
an image based regression network can be in estimating the
BMI of a subject from the collected p-D signature will be
interesting to consider.
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